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Abstract

The goal of color and contrast enhancement in general is to
provide a more appealing image or video by adjusting the amount
of saturation and lightness to achieve more vivid or realistic colors
and to increase the visibility of details that may be obscured by
deficient global and local lightness. We implemented and
compared the performance of various color and contrast
enhancement algorithms using image difference maps in all three
dimensions of lightness, chroma and hue, derived from IPT, a
uniform, perceptual color space. The comparative analysis
includes four published methods, two proprietary algorithms
commonly used in consumer video applications and a new
proposed approach developed as part of our research.
Functionalities of these algorithms are evaluated with regard to
the working requirements for an algorithm to be suitable for a
typical video processing chain in consumer systems. We also
report the results obtained from two psychophysical experiments
involving the proprietary and proposed algorithms. Several till
images and videos are used in the Method of Paired Comparison
experiments to compare overall image/picture quality of various
algorithm outputs. Results show a consistently satisfactory
performance of the new algorithm, with opportunities for further
improvement.

Introduction

The main objective in color and contrast enhanceénien
video processing is to achieve the best possibtebgwation of
colorfulness and contrast in an efficient manngpidally, the use
of independent algorithms for color and contrashagrement
results in sub-optimal enhancement, and unwieldybioed tune-
up. In order to be suitable for implementation icomsumer video
processing chain, an algorithm: i) must be autarnag. deal with
all content types without external interventionsbhould integrate
color and contrast enhancement functionalities) must be
adaptive to the overall image or video content,myst improve
perceived lightness and saturation while maintajrtime original
hue, v) should not alter achromatic and highly isa&d colors or
produce color artifacts (e.g. blotchiness) andmist be suitable
for implementation in real time on the requiredgtr platform
(software or hardware). The ultimate goal of sulgjohms is to
achieve higher perceived image or picture quality.

enhancement methods that are based on very diffapgmoaches.
Temporal processing issues were not specificalhsitiered at this
stage of our work.

The contrast enhancement problem requires adjustimien
luminance in a suitable color space without chaggdine hue.
However, due to the fact that the useful range aturation
decreases as one moves away from the medium lucgnaiues,
upon conversion back to RGB, it is possible to epdwith illegal
(out of gamut) colors which are typically correctied clipping.
This causes artifacts such as bright spots, waskgidgns, and loss
of local contrast at the end regions of the rangang and
Rodriguez proposed a method in which the saturatfan out-of-
gamut color resulting from enhancement was clippestead of
clipping the luminance [1]. This method was implenteel in LHS
color space. Saturation in the input image wag finsreased
before applying the method. Note that this methgdoies the
interdependence of the color dimensions, namelghtdiess,
saturation and hue. In a very different approaoblaftoni, Bost
and Tremeau [2] developed an image enhancementhéifised
on the chromaticity diagram. They usa&Y color space for
colorfulness enhancement, where the three dimemsior the
dominant wavelengthA}, saturation (S) and intensity (Y). In this
implementation, a fractional luminance reductiors\valowed by
increasing the saturation component to the maxinsatoration
corresponding to the adjusted luminance. An impdrianitation
of the method is a potential for hue shift becaafstne curvilinear
nature of the constant perceived hue lines in theraticity
diagram. In a different application context, Taod afsari [3]
proposed a nonlinear image enhancement methodirthalved
two independent processes, namely, adaptive luroéan
enhancement for dynamic range compression andiadaintrast
enhancement to preserve visual details. The cekipration in the
final stage described in the paper was not consitlsuitable for
an automatic algorithm and so, was not included tfiis
implementation. Samadani and Li [4] proposed a oubtfor
lightening or darkening of an image where colorgewdirectly
adjusted by moving them along specific lightnegsssdion curves
while leaving the hue unchanged. The simplifiedsiar of the
method was implemented in YCC space, which assdanesach
hue, the saturation is a separable function of hamée and a scale
parameter. The maximum saturation point determiheshape of
the curve, which is a function of luminance, angligitly, of hue.

Most of the published color and contrast enhancémerNote that Samadani’s method involves lightnesssidjant, but no

methods were originally designed for digital colorages. Many
of these techniques can theoretically be implentefie video as
well. Even though hardware implementation issues icapose
serious restrictions for some methods, these ayenlokethe scope
of this paper. In this research, we analyzed fawliphed image

color enhancement.

These and many other published and patented methods

reviewed as part of this research [5] do not meetdbjective of
enhancing color and contrast in an effective andrdinated



manner. A novel algorithm proposed during this waddresses
the need for a more complete color and contrasarmrgment
algorithm suitable for the video processing chafnconsumer
video systems. While the performance of the prop@dgorithm is
evaluated in this paper, full details cannot beldsed due to the
proprietary nature of the work.

Performance analysis of seven color and
contrast enhancement algorithms

Four published methods for color and contrast ecérment
were implemented to evaluate their performance aB as to
determine the most appropriate enhancement strafegythe
development of an integrated algorithm. Furtheq éxisting color
and contrast enhancement algorithms were providedthe
research sponsor to be used as benchmarks in tldopgment
process. Thus, our performance analysis includesnsalgorithms,

While various image statistics including cumulatigistribution

function and intensity histogram were consideredhia analysis,
here we focus on the image difference maps in hbiee
dimensions, namely, lightnesaJ), chroma AC) and hue £h),

computed for various algorithm outputs. Image-wisedictors of
lightness (J), chroma (C) and hue (h) were compulbyd
transforming the image data from the rectangulardioates in the
IPT space to a cylindrical coordinate system JCh [7

From the histogram shown in Figure 1, it is evidénat the
input image has a good overall contrast, thus in@stly local
contrast, and not the global lightness, that needse enhanced.
Figure 2 shows the lightness adjustment caused iffgreht
algorithms. This image difference map is indicatiof global
lightness adjustment as well as local contrast mcdraent.
Lightness differences are shown in absolute vallregach case,
the 50" and the 99 percentile values of the lightness difference

i). Proposed (new algorithm developed as part of this researctdata, as well as the minimum and the maximum veawmeshown.

[5]), i) CH (proprietary algorithm), iii) Colantoni [2], iv)
Samadani [4], v) Tao [3], vi) Yang [1], and vii) YO (proprietary
algorithm). The proprietary algorithms are based taditional
multi-module approach involving a cascade of meshtm deal
with local/global enhancement of color, contrastd &kin tone,
and typical of consumer video applications. The ppsed
algorithm includes local and global adaptive, pptaal-based
image processing designed for joint color and @sttr
enhancement in images and video. Implementatiorildebf
various algorithms are available in the first authanaster thesis

[5].

Performance analysis of various algorithms was gotedl on
several images on a case-by-case basis [5]. Herchose one of
those images for the discussion. This image, calegbies, has
several variations of color and contrast, as shawrrigure 1.
While the red color of the tomatoes is the mostpnent feature
in the image, the broccoli, the corn and the ckuliér have
significant contrast details that can be furthdnagted. There is a
slight yellow tinge on the cauliflower, which mugit be enhanced
to the extent that the cauliflower looks objectioiyayellow. The
gray background in the image must also remain achtic during
the enhancement process.
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Figure 1. Test image Veggies and its intensity histogram

In order to compare the performance of the algorithin
terms of perceptual attributes, the input and duitpage data were
converted to IPT color space [6] to derive variotmage metrics.
IPT color space was chosen since it is perceptuatiye uniform
in terms of hue than many other color spaces, diafCIELAB.

In case of the proposed algorithm, 50% of the imagels
undergo a lightness reduction varying between -Gafé zero,
while for most of the other 50% pixels lightnessregases only
slightly, between zero and 0.2. Comparatively, thgss increases
for most of the image in case of CH, as evidenmfrine af
percentile value. Local contrast and edge enhanusnae most
prominent in case of the proposed algorithm, aral lEsser extent,
in case of Tao’s method. In our implementation afm&adani’s
method, the lightness was reduced to increase #reeiped
saturation while keeping chroma constant. Simildfece is
achieved in Colantoni’s method, which essentiallpvas colors
toward the periphery of the chromaticity diagramightness
change in Yang's method also results from satumatio
enhancement.

Figure 3 shows contour maps of the chroma diffezenc
between various algorithm outputs and the origif@litput of
Tao’s algorithm is not included in the chroma ang fdifference
contour maps as the implementation does not invaukor
enhancement. The plots include thé"Sind the 99 percentile
values of chroma difference data, as well as th@mim and the
maximum values. Absolute chroma values were nazedlto
unity before computing\C. For plotting the two contour levels,
90" and 9% percentileAC values corresponding to the proposed
algorithm were used in all cases. If we consider gercentile
values, algorithm CH increases the chroma more #rgnother
algorithms. The values are similar for other altjoris except for
Samadani's method, which does not show significeimtoma
enhancement, as expected. In this case, a chamhedma mainly
results from the fact that the luma and chroma whknare not
completely independent, so a lightness adjustméieicta the
chroma channels to some extent.

The contour plots enclose the image areas whenrgfisant
chroma enhancement took place. For example, chroma
enhancement on the cauliflower is quite strongasecof CH. In
case of CH, YO and Colantoni’s algorithm, most mdrthe green
vegetables underwent significant chroma changelewtor the
proposed algorithm and Yang's, it is more subtle.
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Figure 2. Lightness difference (AJ) maps for different algorithm outputs

For the contour plots of hue difference shown iguré 4, the
absolute hue differences were computed in degieetsvéen 0°
and 360°). The hue difference map, as well as dreentiles, the
minimum and the maximum values were obtained fraswlow-
pass filtered version of original hue differencdadarhe reason
was to identify regions of significant hue diffecenand ignore
individual pixel differences. It should be noted aththe
perceptibility of hue difference largely depends dhe
corresponding lightness. The same hue differencghtmbe
imperceptible for darker pixels, yet very noticeabdr the lighter
ones. Thus in Figure 4, the "5@nd the 96 percentile values of
hue difference are more indicative than the maxirmaiue. Lower
the percentile values, the smaller is the overa# bhift resulting
from image enhancement. The hue shift is evideledg for the
proposed algorithm and for Yang’'s method, thanGét, YO or
Colantoni’'s method. Also, note that for the lattegthods, the hue
shift occurs over wide contiguous areas, both envtdgetables and
on the gray background, indicating that hue shifthese areas are
real and cannot be attributed to low-pass filterimgerestingly, in
case of Samadani’'s method, while chroma changdtiresdfrom
lightness adjustment was minimal, the hue shift raher
significant. This is possibly related to the choidehe YCC color
space for processing, since this color space isiniéorm in terms

A Grayscale Plot: Vaggles (Algo: Colantoni)
[50p = -0.02: 90p = -0.01; Min = -0.17 Max = 0.00]

[50p = -0.00; 80p = 0.02: Min = -0.02 Max = 0.06]

e en )y

A ZCm
800 900

Al Grayscale Plot: Veggles (Algo: Samadani)
[50p =-0.06: 90p = -0.02; Min =-0.08 Max = 0.00]

=

100 200 300 400 500 600 70D 800 90D

800

Ad Grayscale Plat: Veggles (Algo: YO)
[50p =-0.00; 90p = 0.03: Min = -0.03 Max = 0.05]

O

100 200 300 400 500 600 70D 800 90D

800 900

of perceived hue. However, a part of the hue sltfurs in darker
areas of the image, so the change may not alwagsteivable.

Psychophysical evaluation of three algorithms

Psychophysical experiments were performed on istidiges
as well as on video test sequences. Many of theritig
implementations discussed in the previous secticgrewnot
integrated algorithms, focusing either on lightnadfustment, or
on color enhancement, or simply contrast enhancerbahnot all
at the same time. Thus, it was not appropriatentdude these
algorithms in a single psychophysical experimers, tike end-
results were very different. The experiments disedsn this paper
involve only three of the seven algorithms discdsdwo Intel-
proprietary algorithms CH and YO, and the propoakgbrithm.
All three algorithms attempt to enhance both calod contrast of
the input images or videos.

A 22" flat-panel Apple Cinema® LCD controlled by a
PowerPC G5 Mac computer and with a maximum resmiutf
2560x1600 pixels was characterized and subsequesdg in all
psychophysical experiments. The display white paimd gamma
were set to native values. A Matlab based softwacd with a
graphical user interface previously developed by dlathor was



used for designing and executing the experimenteedsas for
analyzing the results.
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Figure 3. Chroma difference (AC) contour maps for different algorithm outputs

Fifteen still images with a resolution of 920x72@gts were
included in the first psychophysical experimentshewn in order
in Figure 5. A second psychophysical experiment pegormed
on four video test sequences, with 7.5-10 secondatidns and a
resolution of 854x480 pixels (Figure 6). For thdeo experiment,
individual frames had to be compressed before géingr the
movie clips to resolve playback issues. All imagesl video
sequences were run through the Lookup Tables autafrom
display characterization before displaying on ti@DLscreen. The
experiments were performed in a completely darkmrodhe
observers maintained a distance of around 30 infltees the
screen. A total of 25 color normal observers pgdited in each
psychophysical experiment involving still imagesdate video
test sequences. While both naive and experienceenadrs were
included in the experiments, no observer was famiith the
algorithms or the technology variables.

The method of paired comparison was used
experiments. The trials were presented in a unigndom order

experiment and 24 in the second, requiring 20 ma@utes on an
average in each session. The task of the obsemasr$o select one
of two images/movies displayed on the screen, basedhe

highest overall image/picture quality. They werestincted to

ignore noise in the video experiment.
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Figure 4. Hue difference (Ah) contour maps for different algorithm outputs

Data from complete pair wise comparisons were aeay
using Thurstone’s Law of Comparative Judgment C&48] in
order to create an interval scale of overall impgeference. An
analysis of the experimental data led to separdéeval scales for
each test image and video. Thus, there were 1Bvaitsecales from
the first experiment and 4 interval scales from thecond
experiment, as shown in Figure 7. Each bar corredpdo one
version of the image (three algorithm outputs, e original).
Here, CH and YO are the proprietary algorithms, NAhe new
algorithm and OR is the original. Evidently, nosiagle algorithm
was preferred for all these images. For many imadjéference in
the interval scale values for two or more algorishis statistically
not significant. Smaller is the overlap between ®voor bars, the

in bottinore statistically significant the correspondingeimal scale

difference is. As expected, the algorithm outputrenpreferred

chosen by the software. The relative position efithages/videos over the originals for most of the test images.eNbiat image 7 is

on the display screen was also randomized. In theorsl
experiment, movie clips were played using QuickT@mplayer
embedded in a web browser. The same pair of sampées
presented only once. There were 90 observationshén first

a low contrast version of Veggies (image 6).
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Figure 6. Video test sequences used in the second experiment
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Figure 7. Interval scale plots of the observer data from the still image experiment (left) and video experiment (right)

Even though algorithm YO output was not ranked étlany
image while CH output was ranked #1 thrice, theralVeatings
for the two algorithms were comparable, as theqoerénce of CH
was significantly worse for several images. Enhara# by
algorithm CH was perceived too strong in some cabes bull in
Rodeo (image 3), the skin tone in Faces (image th@),men’s
faces in the dark room in National Geographic (im&8) —content
such as these looked somewhat unnatural with stsatgration
enhancement. However,

algorithms when the input images were low cont(@siage 7)
and/or inherently noisy (image 14 and 15). Perckineise was
less after enhancement.

Overall, the new algorithm has performed consisienell.
Adaptive contrast enhancement was judged favorabiyost of
the cases. NA ranked #1 for four test images. Kfopmed
significantly worse compared to the other algorishonly once

CH worked better than theeroth (test images 14), as opposed to 4 and 3 timesse oACH and



YO respectively. One of the drawbacks of the neyodhm is the
noise amplification in case of inherently noisy gea (e.g. image
14 and 15), resulting from the contrast enhancementess. In
some cases color enhancement of certain colorgx@ample skin
tone and green vegetation, was not found optimal.

In case of the second experiment on video testesems, the
differences in the interval scales of perceivedup& quality for
the three algorithms are not statistically sigmifit Outputs of all
three algorithms did better than or similar to twiginal. This is
more obvious for algorithms NA and YO, whose pearfances
were consistent and similar for all four clips. Cworked
particularly well for the second clip (Calendar).this case, a high
boost in the saturation of low-chroma image conteas judged
favorably by observers. The results from this expent did not
indicate marked superiority of the new algorithmthaugh no
major temporal artifacts were noticed in the ouspaft any of the
three algorithms, it is not clear whether otherfoanding factors
(e.g. compression blur/noise, or motion) playedoke rin the
evaluation. A more comprehensive video quality ezikpent
would require better resources in terms of videocessing and
playback capabilities.

Conclusions

The comparative performance analysis and psychagiys
experiments presented in this paper demonstratectiaienges
involved in designing an automatic color/contrashancement
algorithm that will consistently produce pleasiegults for various
image/movie content. To summarize our research infgsl
following are some key aspects relevant for theetiggment of an
effective color and contrast enhancement methodnfiages and
video applications:

Certain colors may need special processing: Skire tor
memory colors like natural green and blue sky magdn
special detection and enhancement.

Noise should not be amplified: If noise detectionda
suppression module does not precede color/contrast
enhancement in a video processing chain, the #hgonmust
incorporate noise reduction filters.
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